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ABSTRACT
E-commerce platforms enable brands to connect with relevant on-
line shoppers. While major brands are easily identifiable by shop-
pers, smaller and emerging brands often lean on advertising cam-
paigns in e-commerce platforms to reach a wide audience. For such
advertising campaigns, brands need to come up with a leading ad
creative (text and image) which may be shown together with their
listed products. Designing such creatives requires domain expertise
in marketing; it is time-intensive as well as expensive for small
businesses in particular. To assist brands with the leading ad text
which goes together with the title and image of their listed products,
we propose a multimodal text generation model. The multimodal-
ity stems from using both the textual and visual components of
multiple product listings from a brand to generate the ad text. In
addition, we introduce a brand-contrastive loss while training the
multimodal text generation model. This is done to provide shoppers
with an experience which is unique to a brand, while learning from
data collected from multiple brands across product categories. Our
experiments demonstrate the benefits of multimodal inputs for ad
text generation; images are useful especially when textual informa-
tion is limited. We also demonstrate how our brand contrastive loss
enables unique brand advertising experiences at scale by promoting
diversity in the generated ad text across brands.
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1 INTRODUCTION
At the beginning of their shopping journey, online shoppers may
not be aware of all the brands relevant to their search. While estab-
lished brands are more likely to come to a shopper’s mind, shoppers
may not know about smaller yet emerging brands which can fulfil
their shopping mission. To address such awareness gaps, brands
often leverage brand advertising campaigns in e-commerce plat-
forms (e.g., sponsored brands in Amazon1). Brands may already
have their product titles and images in the e-commerce platform’s
catalog; this enables them to show up as organic results in the plat-
form. But such product images and titles are typically not suitable
as brand advertising images and text (e.g., the image may not be
a lifestyle image in a natural setting which tends to have higher
shopper engagement [15], or the title may not be catchy enough
to attract shopper attention). Due to this, brands have to rely on
creative strategists to design enticing ad images and text which can
go together with the brand’s product images and titles in the ad
campaign. This approach to create ad text and images is common
in the ads industry [15] but it is an expensive and time taking pro-
cess. This also does not scale well with the numbers of products a
brand has, e.g., a subset of the brand’s products may be shown for
a shopper query and it is desirable to have an ad image and text
customized for the subset.

Recent progress in text and image generation have opened up
the possibility of generating ad creatives at scale. Specifically for
text, researchers have proposed several kinds of models [8, 15, 21,
27, 28] that can ingest product data to generate ad text. However,
existing work has mostly focused on ingesting textual inputs from
a product (e.g., title and description) in generating ad text and
have not considered product images. It has been shown [4, 13] that
images are instrumental in attracting attention, driving up user
interaction and conversions. In brand advertising, images play a
crucial role in establishing a brand’s identity and appeal. Specifically,
product images can be critical in distinguishing between two brands
that sell the same type of product since the images can highlight
product level differences such as make, material, color and brand
logo. Visual information can also aid text generation where textual
data is limited, incomplete or extremely short; this is common for
low-resource advertisers and locales that do not have resources to
compile very thorough product attributes, descriptions or websites.

Apart from the possibility of using visual information for ad
text generation, there is limited work on promoting diversity of

1https://advertising.amazon.com/solutions/products/sponsored-brands
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Figure 1: Illustrative example of multimodal ad text gener-
ation for a brand using multiple products (with their titles
and images) from the brand as well as the leading ad image.

generated ad text across brands. Given the large volume of adver-
tisers and products, the onus is on the ad text generation model to
ensure that brand-level characteristics are preserved and no two
advertisers selling similar products get similar (sometimes identical)
generated text as suggestions from the model.

In this paper, we build on the above gaps and possibilities (i.e.,
using visual information for ad text generation, and promoting
diversity of generated text across brands). Our proposed approach
uses both product image and text (for multiple products from the
brand), and uses a brand-contrastive loss to promote diverse gener-
ated ad text across brands. Specifically, via our proposed approach,
we study the following research questions (RQ).

• RQ1:Domultimodal embeddings help generate better-quality
ad text for brands?

• RQ2: Is our proposed model able to generate good quality
ad text in the absence of sufficient textual information in the
brand’s products and in the cold-start setting, e.g., where the
brand’s product and ad text are entirely missing from train-
ing data. The latter happens often as new brands onboard
and advertise their products.

• RQ3: When multiple products are ingested for a brand’s ad
text generation, does generation quality stay stable? In other
words, does the quality of results remain at par with the ones
from using a single product for a brand’s ad text generation?

• RQ4: Does brand-contrastive loss improve diversity of gen-
erated ad text across brands?

Through large scale experiments and several ablation studies pre-
sented in this paper for our proposed ad text generation approach,
we demonstrate positive answers to the above questions. The re-
mainder of this paper is organized as follows. We describe the
proposed method in Section 3. The baselines and evaluation met-
rics are reported in Section 4.We elaborate on the empirical findings
in section 4.3 and concluding with future work in Section 5.

2 RELATEDWORK
Our work spans multiple areas of research such as advertising,
text-generation and multi-modal learning summarized below.

Text Generation in advertising: Advertisers can use different plat-
forms such as Amazon or JD.com [17, 21] to launch campaigns
that show ads about different products to users. Advertisers can
learn which creative elements work with their targeted audience
with help of exploratory A/B tests on a large pool of creatives [12].
However, automatically understanding ad creatives (multi-modal in
nature due to the presence of text and an image) and leveraging this
understanding to generate creatives for new products is emerging
as an active area of research. Previous work has explored gener-
ation of advertisements [6] using an advertiser’s webpage. They
calculate the importance of generated text with CTR data. While,
we do not compute ad copy level CTR, it is also not straight forward
to counterfactually estimate ad-component (text and image) level
CTR from noisy user data which limits the use of this work. Another
related work [8] presents a self-critical model for generating ad text,
where the authors rely on two methods of generating ad text from
BERT, however, their proposed architecture does not support inte-
gration of images directly which is our primary contribution. There
is also work that aims to generate multi-product advertisements
[27], however the authors do not use images to generate these ads.
They also rely on product attributes extracted using rules which
is not a scalable approach especially as new brands are constantly
added to the inventory. Existing work [5] also explores product
keywords and search terms to generate sponsored search adver-
tisements. However, we use product attributes across brands to
generate ad-text as search queries may not exist.

Multimodal Learning. There are several other works that use
both images and text for other tasks such as visual question and
answering (VQA) [22, 25], caption generation [3, 16] and keyword
ranking [29] which are not aligned for ad text generation. Caption
generation models only describe the detected objects in the image
which isnt the goal of our work. A caption generation model, for
instance would generate ‘a table in a room’ for a dining table ad-
vertised in a drawing room which is not as appealing as ‘luxurious
table for your drawing room’ for the same product. Our problem
is also different from VQA since the aim is to utilize the image in
highlighting product features without list of predefined questions.
Similarly, product image description/summarization [2, 9, 10, 23]
models often describe product attributes such as color, texture or
shape without any creative or marketing appeal. Advertisement
text, however, is very different in terms of vocabulary and word
use from product summaries or descriptions. It is neither verbose
nor very descriptive. Given the nature of ad-text, we compare some
of these works as baselines and show that merely training a multi-
modal models with advertisement text is not enough, and brand or
category specific information is needed to achieve higher perfor-
mance.

3 CONTRASTIVE MULTIMODAL CREATIVE
TEXT GENERATION

We aim to leverage both product images and textual information
to generate higher quality ad-text while preserving brand identity
and encouraging diversity in generated text across brands that
sell similar products. Formally, given a pair of image and text (𝑖𝑘 ,
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Figure 2: Brand contrastive creative text generation model

𝑡𝑘 ) for product 𝑎𝑘 , the goal is to generate advertisement text (𝑔𝑘 ).
We extend the multimodal architecture in [22] with contrastive
learning to generate text as shown in Figure 2. The multimodal
encoder consists of an image, text and fusion transformer that takes
both product image (ℎ𝑖 ) and product title embedding (ℎ𝑡 ) as input
to generate multimodal hidden states (ℎ𝑖𝑡 ). Text encoder hidden
states (ℎ𝑡 ) are same size as that obtained from the image encoder
(ℎ𝑖 ). The fusion transformer generates multimodal hidden states
(ℎ𝑖𝑡 ) by linearly projecting image and text embeddings, allowing
cross-attention between the image and text representations and
fusing the two modalities as shown in Figure 2.

If the input advertisement contains multiple products, we use
concatenated multimodal hidden states. For instance, for an adver-
tisement with three products, multimodal hidden representations of
all three product image, text pairs are concatenated [ℎ𝑖𝑡1, ℎ𝑖𝑡2, ℎ𝑖𝑡3],
and used as input to the decoder. The decoder consists of trans-
former blocks, where multimodal hidden states of the encoder con-
stitute keys (𝐾 ) and values (𝑉 ) and generated sequence’s previous
token is used as a query (𝑄) to compute the 𝑐𝑟𝑜𝑠𝑠𝑎𝑡𝑡𝑛(𝑄,𝐾,𝑉 ) =
𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝑄𝐾

𝑇

√
𝑑

)𝑉 and compute the probability distribution for the
subsequent token. The decoder is trained using teacher forcing
i.e. the objective is to maximize the likelihood of the next ground-
truth token conditioned on the previous ground-truth tokens and
multimodal context.

3.1 Loss Computation
We aim to generate relevant but diverse advertisement copy given
an input product title and image. We rely on a linear combination
of cross-entropy and contrastive loss to achieve that diversity. The
cross entropy loss ensures that generated text does not deviate from
word distribution observed at the time of training and contrastive
loss ensures that embeddings of generated ad text for different
brands are far apart. If model weights are represented as 𝜃 , the
language modeling objective is to minimize cross-entropy loss.

L𝐶𝐸 (𝜃 ) = −
𝑇∑︁
𝑡=1

𝑙𝑜𝑔𝑃𝜃 (𝑦𝑡 |𝑦<𝑡 , ℎ (𝑖𝑡 ) ) (1)

where 𝑃𝜃 (𝑦𝑡 |𝑦<𝑡 , ℎ (𝑖𝑡 ) ) is the probability of observing token 𝑡 given
tokens in ground truth reference ad copy for the product and mul-
timodal representation of product image and text.

(a) Title Length (b) Model Performance

Figure 3: Title length and model performance

We use contrastive loss, specifically pairwise margin loss, com-
puted on pairs of generated ad text for different brands.

L(𝑦+, 𝑦−) =𝑚𝑎𝑥 (0, 𝑐𝑜𝑠 (ℎ𝑔+ , ℎ𝑦− ) − 𝑐𝑜𝑠 (ℎ𝑔+ , ℎ𝑦+ ) + 1),

L𝐶𝐿 =
∑︁

(𝑦+,𝑦− ) ∈𝑃
L(𝑦+, 𝑦−) (2)

Given a pair of reference ad text from two different brands ((𝑦+, 𝑦−))
from a set of randomly sampled 𝑃 ∈ 𝐶2

𝑘
pairs, we rely on the cosine-

similarity between hidden states of generated text (determined by
greedy search) and the reference ad text. Contrastive loss above
is only computed when the entire sequence is generated. This
ensures that entire generated sentence is used to compare against
the reference ad text. The hidden representation ℎ𝑔+ of the last
token in generated sequence is used to compare with the last token
representation of positive ℎ𝑦+ and negative reference ℎ𝑦− ad copy
respectively. Finally we linearly combine the cross-entropy and
contrastive loss as follows.

L = 𝜆L𝐶𝐸 + (1 − 𝜆)L𝐶𝐿 (3)

It is worth noting that the pairwise margin loss can be replaced
with noise contrastive estimation loss too, only greedy decoding of
several sequences becomes prohibitively expensive.

4 EXPERIMENTS
We review the dataset, baselines and the evaluation metrics in
following sub-sections.

4.1 Dataset
In this work we leverage an internal dataset of an e-commerce
platform, consisting of 335K advertisements from 42K brands. Each
advertisement can contain upto three products. For our experiments,
we use either one or all three product images and titles for ad copy
generation. The average product title 22.2 (± 7.9) words long where
as the advertisement copy is 6.5 (± 1.5) words. As shown in Figure
3a, 20% of product titles are shorter than 10 words which results
in text-only ad generation models to perform poorly in practice
for such products. The contrastive model is trained on 600K ad-
text pairs sampled randomly across different brands from the same
category. We sample 300K advertisements from brands such that
there is no overlap between cold-start train, validation and test sets.
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Model BLEU R1 R2 RL BertS SBLEU

BART[11] -23.61 -7.98 -9.64 -9.09 -3.41 -4.19
T5[20] -13.89 -1.84 -5.42 -9.74 -2.27 -3.52

ClipCap[16] -71.53 -54.29 -69.28 -53.57 -2.27 -164.32
ManTis[23] -7.64 -4.29 -6.63 -4.87 -0.68 20.70
GPT-2[1] - - - - - -
SCMLM[8] 52.78 21.60 53.61 23.70 1.59 29.52
COBART[7] 80.56 29.14 63.25 32.14 1.14 36.12
MATG (𝜆 = 1) 76.39 34.66 69.28 37.34 2.73 40.53

MATG 84.72 38.04 75.90 40.91 2.95 44.93
MATG-3 (𝜆 = 1) 88.89 36.50 78.31 39.61 2.95 40.31

MATG-3 90.28 38.96 86.75 40.26 3.41 41.63

Cold Start evaluation

Model BLEU R1 R2 RL BScore SBLEU
ManTis -18.75 -3.37 -1.47 -3.26 0.24 -11.65
COBART - - - - - -
MATG-3 57.81 38.55 89.71 39.13 2.24 21.12

Short Title evaluation (len < 10 words)
Model BLEU R1 R2 RL BScore SBLEU
ManTis -8.20 -3.90 -8.16 -6.21 -0.57 21.43
GPT2 - - - - - -
MATG 95.90 36.69 80.95 40.00 2.85 42.86
MATG-3 90.98 30.52 75.51 34.14 2.62 37.62

Table 1: Percentage improvements in BLEU, ROUGE (R1, R2,
RL), BertScore (BertS) and SBLEU over baselines (first row
in each subtable) on warm-start, brand cold-start and short
titles

model unigram bigram embed
ground-truth 0.98 +/- 0.05 0.99 +/- 0.03 0.74 +/- 0.16
COBART 0.96 +/- 0.07 0.98 +/- 0.06 0.68 +/- 0.12
ManTis 0.94 +/- 0.09 0.98 +/- 0.05 0.65 +/- 0.15
MATG-3 0.97 +/- 0.07 0.99 +/- 0.04 0.70 +/- 0.18

Table 2: Token level and embedding diversity across brands
for 850 categories in test set and model generated outputs

4.2 Baseline approaches
We consider several baseline methods (listed below) to compare
with the performance of our proposed model.

Text Only models: We train several text-only models that take
into account only product title to generate ad text. We specifically
compare our work with previous methods such as SCMLM [8],
COBART [7], GPT2 [1] and BART [11] and T5 [20] respectively
finetuned on the data described in Section 4.1. More details about
each model, training hyperparameters are Section A.1.

Image only models: Given that our work combines image and
textual data, we also compare against image only baselines, where
we feed only the product images to the model. In this work, we
compare against CLIPCap [16] finetuned on product images as input
and advertisement text as the output of the caption generation
model. The aim of the experiments is to evaluate whether such
models can be finetuned to generate creative text.

Image and text models: As discussed previously, existing multi-
modal literature is for tasks such as caption generation or visual

Q&A but not for creative text generation such as advertisement
text. Thus, we compare our work with ManTis [23] which generates
product descriptions. Since no open-source checkpoints were avail-
able, we implemented ManTis [23] and trained it on our dataset.
Our contrastive model is trained on one product (MATG) and all
three product titles (MATG-3) to generate ad text. We initialize the
text, image and multimodal encoder weights using the checkpoint
released for FLAVA [22] which has been trained on several mul-
timodal representation learning tasks. GPT2 [1] has been used to
initialize the text decoder weights.

4.3 Results and Discussion
We evaluate the quality of generated ad text across different meth-
ods using three metrics: Rouge (R1, R2 and RL) [14], BLEU [18] and
BertScore (BScore) [26]. As shown in Table 1, the text-only baselines
(GPT-2, BART, T5) lag behind on all evaluation metrics compared to
models that utilize both images and text (MATG, MATG-3). Image
only models (ClipCap, ManTis) are the worst performing models,
indicating that product title is important in generating better ad
text. Simple concatenation of image and text embeddings as done
in ManTis [23], is also not sufficient to achieve good performance,
and even falls behind text-only models such as GPT-2, BART. This
addresses RQ1 indicating that image representations combined with
text can aid creative text generation.

We also note that using multiple products (both images and text)
in the advertisements leads to better ad text. Given that product
data is diverse, their titles can also vary significantly in length and
density of information. We posit that images will be useful when
titles are short and do not contain enough product information to
generate good quality ad text. Thus, first we evaluate whether our
model is able to generate good quality ad text when product tiles are
short. Given that 20% of titles contain less than 10 tokens (as shown
in Figure 3a), we compare the distribution of ROUGE scores with
respect to title length in Figure 3b and Table 1. While multimodal
fusion models MATG and MATG-3 significantly outperform all
models for different title lengths, the gains are higher especially
when the titles are short. However, MATG has better performance
than MATG-3, because generating a creative advertisement copy
for multiple products is more challenging with short titles.

Given that new brands regularly advertise products on Amazon,
it is imperative to evaluate the generation quality for unseen brands
i.e. cold-start brand evaluation. To answer our second research
question (RQ2). We evaluated the best performing model (MATG-3
(CS)) in Table 1 for brand cold-start and found the performance
is lower than when brand information is absent during training.
This shows that cold start is a harder problem to solve [24] and
more effort is required to improve model performance on out-of-
distribution data.

We observe that adding more products as input does not hurt the
quality of generated ad text. MATG-3 performs comparably (RL im-
provement of 40.26% over text-only GPT-2) to single product model
MATG (RL improvement of 40.91%) as shown in Table 1. To answer
our third research question (RQ3), we find that existing baselines
do not generate higher quality ad text when multiple products are
given as inputs. Some examples of generated ad text along with
product information and advertiser submitted text are shown in



Contrastive Multimodal Text Generation for
E-Commerce Brand Advertising Conference acronym ’XX, June 03–05, 2018, Woodstock, NY

Product 1 Product 2 Product 3 Reference Generated

Sam Leather Cross-
body Bag

Rowan Bucket Bag in
Teal

Cassie Convertible
Crossbody Bag

Shop Anabaglish
Handmade Quality
Leather Bags

Sturdy & Stylish
Crossbody Phone
Bag

80pcs Waterproof Na-
ture Dinosaur Stickers
for Laptop Water Bot-
tle Scrapbook Sticker
Pack

80pcs Waterproof
Neon Light Vinyl
Stickers for Laptop
Water Bottle

80pcs Waterproof
Easter Stickers for Wa-
ter Bottle Envelopes
Cards

Best Stickers for Kids
Teens

Cute Waterproof
Stickers for Kids
and Teens

PURPLE LEAF Out-
door Dining Chair
Coffee

PURPLE LEAF Out-
door Dining Chair
Grey

PURPLE LEAF Out-
door Dining Chair
Dark Blue

Elaborate chairs
through complete
handiwork

Exquisite dining
chairs for every-
one

Quiver Time 80+ Deck
Blocks with 2 Dividers
- Set of 5 Boxes -
White, Black & Green

Quiver Time Red
Portable Game Card
Carrying Case

Black Bolt Quiver
Card Case for Car-
rying Trading Card
Games Like Pokemon

Searching for a Better
Deck Box?

Looking for a Bet-
ter Way to Carry
Your Cards?

Table 3: Generated ad text with multiple input products

Product Image Product Title Reference Generated Attention Map

Shure AONIC 215
True Wireless
Sound Isolating
Earbuds, Pre-
mium Audio
Sound with Deep
Bass, Bluetooth
5, Secure Fit
Over-the-Ear

Decades of
Experience
Supporting
Music Leg-
ends

The Perfect
Earbuds For
Your Life

Ultimate Confetti
Bright Multicolor
Biodegradable
Tissue Confetti
Circles- 1" 30,000
Pieces (1lb) -
Confetti Balloons

The Ul-
timate
Confetti
Superstore!

Premium
Quality
Sturdy
Party Deco-
rations

Wake-Up Sin-
gle Size Pocket
Queen Mattress
(72x66x10-inch)

Shop For
Single
72x66 Size
Mattress

The Most
Com-
fortable
Mattress
for you

Casableu
Polyester Black-
out Printed Set of
2 Curtains - Silo
Orange (Door 7
Feet)

Home that
reflects
you.

Elegant
Blackout
Curtains
for Bed-
room

Table 4: Generated ad text for single product

Table 4. It is interesting to note that the multimodal model can cap-
ture nuances in the image that are absent from the text to formulate
a good ad text. For instance, in case of product about Confetti, our
model is able to determine that it can be used for parties based on
the product image. Similarly, Table 3 contains ad text generated
using multiple products. Overall, our findings suggest that prod-
uct images, along with product information can improve creative
text generation. The performance of our models on advertisements
with multiple products is on par with those with single product,
thus showing that our contrastive multimodal model is capable of
fusing product information for a brand. We also observed improved
performance for products where textual information was limited

i.e. input titles were short supporting our hypothesis that images
can be instrumental in creative text generation.

We address our fourth research question (RQ4) by computing
several diversity metrics. We report token-level diversity and em-
bedding level diversity across advertiser submitted and model gen-
erated ad text for test-set in Table 2. We define token-level diver-
sity (unigram and bigram) as 𝑡𝑜𝑘𝑒𝑛 − 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (ℎ𝑖𝑘 , ℎ 𝑗𝑘 ) = 1 −
( 𝑡 (ℎ𝑖𝑘 )∩𝑡 (ℎ𝑖𝑘 )
𝑡 (ℎ𝑖𝑘 )∪𝑡 (ℎ𝑖𝑘 ) ) where ℎ𝑖𝑘 and ℎ𝑖𝑘 are randomly sampled ad text

from different advertisers 𝑖 and 𝑗 in category 𝑘 respectively. 𝑡 (·)
is unigram and bigram generators for ad text. We ignore com-
mon stop words2 for computing these metrics. Embedding based
diversity is calculated using 𝑒𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔 − 𝑑𝑖𝑣𝑒𝑟𝑠𝑖𝑡𝑦 (ℎ𝑖𝑘 , ℎ 𝑗𝑘 ) =

1 − cos (𝑓 (ℎ𝑖𝑘 ), 𝑓 (ℎ 𝑗𝑘 )) where 𝑓 (·) is sentence embeddings3 based
cosine distance. We compute the three metrics for all pairs of ad
text across advertisers in a category and report the mean and stan-
dard deviation in Table 2. While advertisers have a relatively high
diversity across categories, our model achieves good performance.

We also use Self-BLEU (SBLEU) [30] (lower the better) tomeasure
the diversity of generated ad text across brands for all the baselines
in Table 1. MATG-3 achieves highest diversity across all models.

4.4 Manual Evaluation
Given the creative and non-deterministic nature of the task, we
also performed manual evaluation wherein annotators were asked
to annotate the quality of generated text along several dimensions.

We first asked annotators to annotate each generated image for
four aspects, relevance, grammatical correctness, readability and
overall advertising appeal. We sampled 500 suggestions from the
test set to send annotators. Each suggestion was annotated by 3
annotators and overall agreement rate, measured using Fleiss kappa
is 0.43 which indicates overall good agreement.

The aggregated results are shown in Figure 4. Annotators tend
to prefer contrastive model MATG-3 output over other suggestions.
While most model outputs get relatively good scores on grammar

2https://gist.github.com/sebleier/554280#file-nltk-s-list-of-english-stopwords
3https://www.sbert.net/
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Figure 4: Manual Evaluation of generated headines across
different quality dimensions

and readability, our model’s generations get higher score for rele-
vance and advertising appeal. One interesting thing to note is that
advertiser submitted ad-text does not get perfect scores, indicating
that our training data itself may have some relevance issues. It also
indicates that we could use some pre-processing filters to improve
the quality of the training data.

5 CONCLUSION
With this work, we aim to incorporate visual cues to improve ad-
text generation. Existing work uses only textual information to
generate advertisements which is limiting given the visual nature
of advertising. To this effect, we leverage multimodal product in-
formation for creative advertisement text generation. We propose
a contrastive multimodal network that exploits both product im-
age and title to generate a creative advertisement headline. We
demonstrate that images aid in generating better ad text, especially
in cases where product titles are short or highly similar. There is
room for improvement however, by using image-level modeling for
different brands by incorporating other auxilary generation tasks.
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A SUPPLEMENTARY MATERIAL
A.1 Hyperparameter settings
Multimodal models MATG and MATG-3, have three transformer
blocks. The image, text and multimodal encoder has 12, 12 and

6 hidden layers respectively with 768 dimensions. The text de-
coder has 12 hidden layers and hidden states of 768 dimension.
ManTis uses a CLIP [19] checkpoint with 12 hidden layers in the
text and image encoder with 768 dimensions. For all the head-
line generation models, we use the AdamW optimizer (𝑙𝑟 = 5𝑒 −
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train all the models using 8*Tesla V100 GPUs. We use a batch size of
64 for ClipCap, GPT-2, BART, ManTis, MATG, and 32 for MATG-3.
We train the models until validation loss increases or saturates.
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